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Abstract

This document presents guidelines for assessing the credibility of modeling and simulation in
computational fluid dynamics. The two main principles that are necessary for assessing credibility
are verification and validation. Verification is the process of determining if a computational simu-
lation accurately represents the conceptual model, but no claim is made of the relationship of the
simulation to the real world. Validation is the process of determining if a computational simula-
tion represents the real world. This document defines a number of key terms, discusses fundamen-
tal concepts, and specifies general procedures for conducting verification and validation of
computational fluid dynamics simulations. The document’s goal is to provide a foundation for the
major issues and concepts in verification and validation. However, this document does not recom-
mend standards in these areas because a number of important issues are not yet resolved. It is
hoped that the guidelines will aid in the research, devced in any form, in an electronic retrieval
system or otherwise, without prior written permissielopment and use of computational fluid
dynamics simulations by establishing common terminology and methodology for verification and
validation. The terminology and methodology should also be useful in other engineering and sci-
ence disciplines.
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FOREWORD

The American Institute of Aeronautics and Astronautics (AIAA) Standards Program spon-
sored development of this documeatide for the Verification and Validation of Computational
Fluid Dynamics Simulationg his document originated within the AIAA Computational Fluid
Dynamics Committee on Standards, which is composed of AIAA members and others who are
not affiliated with AIAA. Committee members come from industry, government, and academia,
and serve voluntarily without compensation. This document represents a consensus of the Com-
mittee's opinions on the terminology and methodology for verification and validation of computa-
tional fluid dynamics (CFD) simulations.

This document is primarily a synthesis of opinions from the published literature on verifica-
tion and validation in modeling and simulation. Perspectives from a wide variety of sources were
assembled in order to develop the most useful, self-consistent, and logical framework. Even
though there is a variety of opinion on verification and validation in the literature, there is increas-
ing agreement on the fundamental aspects. It is hoped that this document will promote consensus
on the major issues among the CFD community at large.

The goal of this document is to support researchers, developers, and users of CFD by estab-
lishing common terminology and methodology for verification and validation of CFD simula-
tions. The terminology and methodology should also be useful in other engineering and science
disciplines.

The AIAA Standards Procedures provides that all approved Standards, Recommended Prac-
tices, and Guides are advisory only. The use of these publications by anyone engaged in industry
or trade is entirely voluntary. There is no agreement to adhere to any AIAA standards publication
and no commitment to conform to or be guided by any standards report. This guide is not
intended to be used for certification or accreditation of codes. In formulating, revising, and
approving standards publications, the AIAA Committees on Standards will not consider patents
that may apply to the subject matter. Prospective users of the publications are responsible for pro-
tecting themselves against liability for infringement of patents, or copyrights, or both.

This document is subject to change based on developments in the state-of-the-art and on com-
ments received from readers. Comments are welcome from any interested party, regardless of
membership affiliation with AIAA. Comments should be directed to

Mr. James French

American Institute of Aeronautics and Astronautics
Standards Department

1801 Alexander Bell Drive

Reston, VA 22091

Or, by electronic mail to

jimf@aiaa.org
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EXECUTIVE SUMMARY

Computer simulations of fluid flow processes are now used to design, investigate, and
operate engineered systems and to determine the performance of these systems under various con-
ditions. Computational fluid dynamics (CFD) simulations are also used to improve understanding
of fluid physics and chemistry, such as turbulence and combustion, and to aid in weather predic-
tion and oceanography. Although CFD simulations are widely conducted in industry, government,
and academia, there is presently little agreement on procedures for assessing their credibility.
These guidelines are predicated upon the notion that there is no fixed level of credibility or accu-
racy that is applicable to all CFD simulations. The accuracy level required of simulations depends
on the purposes for which the simulations are to be used.

The two main principles that are necessary for establishing credibility are verification and val-
idation. As defined here, verification is the process of determining that a model implementation
accurately represents the developer's conceptual description of the model and the solution to the
model. Validation is defined as the process of determining the degree to which a model is an accu-
rate representation of the real world from the perspective of the intended uses of the model. These
definitions point out that verification and validation (V&V) are ongoing activities that do not have
a clearly defined completion point. Completion or sufficiency is usually determined by practical
issues such as budgetary constraints and intended uses of the model. All encompassing proofs of
correctness, such as those developed in mathematical analysis, do not exist in complex modeling
and computational simulation. The definitions of V&V also stress the evaluation of accuracy. In
verification activities, accuracy is generally measured with respect to benchmark solutions of sim-
plified model problems. In validation activities, accuracy is measured with respect to experimen-
tal data, i.e., reality.

Uncertainty and error can be considered as the broad categories that are normally associated
with loss in accuracy in modeling and simulation. Uncertainty is defined as a potential deficiency
in any phase or activity of the modeling process that is due to lack of knowledge. Lack of knowl-
edge is commonly caused by incomplete knowledge of a physical characteristic or parameter, as
in the inadequate characterization of the distribution of surface roughness on a turbine blade. Lack
of knowledge can also be caused by the complexity of a physical process, for example, turbulent
combustion. Error is defined as a recognizable deficiency in any phase or activity of modeling and
simulation that is not due to lack of knowledge. Error can be categorized as either acknowledged
or unacknowledged. Examples of acknowledged errors are round-off error in a digital computer
and physical approximations made to simplify the modeling of a physical process. Unacknowl-
edged errors are blunders, or mistakes, such as programming errors.

In the context of verification and validation, the meaning of the word “prediction” is restricted
from its general usage to consider the history of validation activities with the CFD model. Predic-
tion is defined as the use of a CFD model to foretell the state of a physical system under condi-
tions which the CFD model has not been validated. This definition of prediction is a subset of the
general meaning of prediction because it eliminates past comparisons with experimental data. If
this restriction is not made, then there is little value in saying that one has reproduced agreement
with experimental data. The processes or activities of V&V should be viewed as historical state-

Vi
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ments, i.e., reproducible evidence that a model has achieved a given level of accuracy in the solu-
tion of specified problems. Viewed in this light, it becomes clear that the V&V processes do not
directly make claims about the accuracy of predictions.

The fundamental strategy of verification is the identification and quantification of error in the
computational solution. In CFD simulations, there are four predominant sources of error, namely
insufficient spatial discretization convergence, insufficient temporal discretization convergence,
lack of iterative convergence, and computer programming. The most important activity in verifi-
cation testing is systematically refining the grid size and time step. The objective of this activity is
to estimate the discretization error of the numerical solution. As the grid size and time step
approach zero, the discretization error should monotonically approach zero. When the monotonic
region has been demonstrated, Richardson's extrapolation can be used to estimate zero-grid spac-
ing and time step. In most cases, CFD equations are highly nonlinear, and the vast majority of
methods of solving these equations requires iteration. These iterations normally occur in two situ-
ations: 1) globally, i.e, over the entire domain, for boundary value problems; and 2) within each
time step for initial-boundary value problems. In verification testing, the sensitivity of the solution
to the magnitude of the convergence criteria should be varied, and a value should be established
that is consistent with the objectives of the simulation. In verification activities, comparing a com-
putational solution to a highly accurate solution is the most accurate and reliable way to quantita-
tively measure the error in the computational solution. However, highly accurate solutions are
known only for a relatively small number of simplified problems. These highly accurate solutions
can be classified into three types: analytical solutions, benchmark numerical solutions to ordinary
differential equations, and benchmark numerical solutions to partial differential equations. As one
moves from analytical solutions to ODE solutions to PDE solutions, the accuracy of the bench-
mark solutions clearly becomes more of an issue.

The fundamental strategy of validation is the identification and quantification of error and
uncertainty in the conceptual and computational models. The recommended validation method is
to employ a building-block approach. This approach divides the complex engineering system of
interest into three progressively simpler phases: subsystem cases, benchmark cases, and unit prob-
lems. The strategy in this approach is the assessment of how accurately the computational results
compare with experimental data (with quantified uncertainty estimates) at multiple levels of com-
plexity. Each phase of the process represents a different level of flow physics coupling and geo-
metrical complexity. The complete system consists of the actual hardware or system for which a
validated CFD tool is needed. Thus all the geometric and flow physics effects occur simulta-
neously; commonly, the complete system includes multidisciplinary physical phenomena. Sub-
system cases represent the first decomposition of the actual hardware into simplified or partial
flow paths. Each of these cases commonly exhibits restricted geometric or flow features compared
to the complete system. Benchmark cases represent another level of successive decomposition of
the complete system. For these cases, separate hardware is fabricated to represent key features of
each subsystem. The benchmark cases are geometrically simpler than those at the subsystem
level, as only two separate features of the flow physics and two flow features are commonly cou-
pled in the benchmark cases. Unit problems represent the total decomposition of the complete
system. High-precision, special-purpose hardware is fabricated and inspected. Unit problems are
characterized by very simple geometries, one flow-physics feature, and one dominant flow fea-
ture.

Vil
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1. INTRODUCTION

1.1 Background

Computational fluid dynamics (CFD) is an emerging technology. It is the merger of the classi-
cal branches of theoretical and experimental science, with the infusion of the modern element of
numerical computation. The progress in CFD during the last 40 years has been extraordinary.
Much of this progress has been driven by the phenomenal increases in digital computing speed.
The cost of computation has decreased roughly five orders of magnitude since 1955 [1]. The
power of digital computing has transformed research and engineering in fluid mechanics, just as it
has in virtually all fields of human endeavor.

Computer simulations of fluid flow processes are now used to design, investigate, and operate
engineered systems and to determine their performance under various conditions. The systems of
interest can be existing or proposed systems operating at design conditions, off-design conditions,
failure-mode conditions, or accident scenarios. CFD simulations are also used to improve under-
standing of fluid physics and chemistry, such as turbulence and combustion, and to aid in weather
prediction and oceanography. In addition, these types of simulations are employed as an aid in
developing public policy, in preparing safety procedures, and in determining legal liability.
Researchers, developers, and users of CFD simulations, as well as those affected by decisions
based on these simulations, are all justly concerned with the credibility of the results.

Although CFD simulations are widely conducted in industry, government, and academia,
there is presently little agreement on procedures for assessing their credibility. The two main prin-
ciples that are necessary for assessing credibility are verification and validation. As defined here,
verification is the process of determining if a computational simulation accurately represents the
conceptual model; but no claim is made of the relationship of the simulation to the real world.
Validation is the process of determining if a computational simulation represents the real world.
Verification determines whether the problem has been solved correctly, whereas validation deter-
mines whether the correct problem has been solved. A consistent and logical framework for veri-
fication and validation is needed to derive the greatest benefit from CFD modeling and simulation.

1.2 Scope

The fundamental strategy of verification and validation is the assessment of error and uncer-
tainty in the computational simulation. The required methodology is a complex process because it
must assess errors and uncertainties originating in all three roots of CFD: theory, experiment, and
computation. Given these diverse perspectives, it is common to find disagreement and conflict in
the terminology of verification and validation. Furthermore, because fluid dynamics is dominated
by nonlinear phenomena; it is common for multiple nonlinearities to be strongly coupled. This
introduces significant difficulties in modeling the phenomena and in solving the resulting nonlin-
ear partial differential equations.

This document builds primarily on terminology established by the Society for Computer Sim-
ulation and the Defense Modeling and Simulation Office of the Department of Defense [2-4].
Concerning the methodology of verification and validation, however, there are no publications
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that present general and comprehensive procedures in the computational sciences. It is fair to call
the present state-of-the-art for verification and validation methodelddnpc The purpose of

this document is to promote the establishment of basic terminology and methodology for the ver-
ification and validation of CFD simulations.

It is important to emphasize that this document presents guidelines for verification and valida-
tion of CFD simulations, not standards. The AIAA Computational Fluid Dynamics Committee on
Standards unanimously believes that the state-of-the-art in CFD has not developed to the point
where standards can be written. The Committee is dedicated to revising this document on a regu-
lar basis, following the same approach taken in the preparation of this document. That is, revi-
sions will be made with broad input from other AIAA Technical Committees and any individuals
interested in the advancement of CFD.

A few archival journals have developed editorial policies pertaining to the control of numeri-
cal accuracy in fluid flow simulations [5-8]. Numerical accuracy is one aspect of verification and
validation, but there are many more aspects as discussed in these guidelines. While it is desired
that these guidelines can lead to enhancing the quality of work published in journals, publication-
related issues are not specifically within the scope of this document. It should also be made clear
that the procedures described in these guidelines are not meant to be necessary conditions for pub-
lication of manuscripts in any of the AIAA journals or at any conferences sponsored by AIAA.

These guidelines are predicated upon the notion that there is no fixed level of credibility or
accuracy that is applicable to all CFD simulations. The accuracy level required of simulations
depends on the purposes for which the simulations are to be used. In effect, all simulations do not
need to demonstrate high accuracy. For example, absolute or high accuracy simulations are not
normally required for engineering activities; such simulations only need to be useful, not perfect.
The required level of accuracy must be determined for each use of the simulation. Typical practi-
calities affecting the accuracy obtained are cost, schedule, and safety implications of the simula-
tion.

1.3 Outline

Section 2 defines a number of fundamental terms, such as model, error, uncertainty, and pre-
diction. The reasoning for choosing the definitions and the implications of the definitions are also
discussed. Section 3 describes the methodology for verification, which is applicable to discretized
solutions of the partial differential equations of fluid dynamics. The recommended procedures
apply to finite difference methods, finite element methods, finite volume methods, spectral meth-
ods, and boundary element methods. The uses of analytical solutions and benchmark numerical
solutions in verification are presented, along with issues related to spatial and time-step conver-
gence and to iterative convergence. Section 4 discusses the methodology for validation. The vali-
dation of CFD simulations is recognized by many as consisting of a hierarchy of comparisons
with experimental data. In this methodology, the hierarchical elements of validation are unit prob-
lems, benchmark cases, subsystem cases, and the complete system. Emphasizing a practical
approach for complex engineering systems, the validation methodology also points out similari-
ties and distinctions between validation and calibration and discusses requirements for the design
and execution of validation experiments.
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2. CONCEPTS AND TERMINOLOGY

There has been a long history of efforts to establish the basic concepts and terminology in
modeling and computational simulation. The identification of the fundamental issues and debates
began decades ago in the operations research (OR) community—long before there was such con-
cern in the CFD community [2, 9-14]. In the preparation of this guide, definitions and concepts
developed by a number of organizations were studied: the Department of Defense (DoD) [3, 4],
the Institute of Electrical and Electronics Engineers [15, 16], the American Nuclear Society [17],
and the International Standards Organization [18, 19]. The following subsections define and dis-
cuss a set of key terms for modeling and simulation in CFD.

2.1 Modeling and Simulation

The termanode| modeling andsimulationare used in a wide range of disciplines. Conse-
guently, these terms have a wide range of meanings that are both context-specific and discipline-
specific [16, 20]. As used in this guide, the terms are defined as follows:

Modet A representation of a physical system or process intended to
enhance our ability to understand, predict, or control its behavior.

Modeling The process of construction or modification of a model.

Simulation The exercise or use of a model. (That is, a model is
used in a simulation.)

The basic phases of modeling and simulation have been identified by the OR community. Fig-
ure 1 shows these basic phases and processes as adopted by the Society for Computer Simulation
(SCS) [2]. Note that all the definitions of terms provided in this document are consistent with the
SCS framework shown in Fig. 1. The present guidelines go beyond Fig. 1 in a number of respects,
but our extensions are consistent with the general view of the SCS.

Figure 1 identifies two types of models: a conceptual model and a computerized model. The
conceptual model is composed of all the information, mathematical modeling data, and mathe-
matical equations that describe the physical system or process of interest. The conceptual model is
produced by analysis and observations of the physical system. In CFD, the conceptual model is
dominated by the partial differential equations (PDES) for conservation equations of mass,
momentum, and energy. The computerized model is an operational computer program which
implements a conceptual model. Modern terminology refers to the computerized model as the
computer model or software. Figure 1 clearly depicts the meaning of verification and validation
and their relationship to one another. To date, only Ref. [21] has recognized the value of exploring
the concepts represented in Fig. 1 as they apply to verification and validation in computational
simulation.
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Figure 1
Phases of Modeling and Simulation [2]
(Reprinted by permission)

2.2 Verification and Validation

The definition ofverificationwas taken from the DoD and modified slightly; whereas the def-
inition of validationwas taken verbatim from the DoD [3, 4]:

Verification The process of determining that a model implementa-
tion accurately represents the developer's conceptual description of
the model and the solution to the model.

Validatiort The process of determining the degree to which a model
is an accurate representation of the real world from the perspective
of the intended uses of the model.
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As represented in Fig. 1, verification addresses the question of fidelity of the computational
(or computerized) model to the conceptual model. We changed the DoD definition of verification
to make it clear that the solution of the conceptual model is included in the accuracy determina-
tion. Validation addresses the issue of fidelity of the computational model, or its results, i. e., the
simulation, to the real world. The term “Model Qualification” in Fig. 1 refers to the issue of fidel-
ity of the conceptual model to reality. A term more consistent with the present work is “concep-
tual model validity” [12].

There are some important implications and subtleties in the definitions of verification and val-
idation. The first key feature is that both are “process[es] of determining.” That is, they are ongo-
ing activities that do not have a clearly defined completion point [4]. Completion or sufficiency is
usually determined by practical issues such as budgetary constraints and intended uses of the
model. The definitions include the ongoing nature of the process because of an unavoidable but
distressing fact: the veracity, correctness, and accuracy of a CFD model cannot be demonstrated
for all possible conditions and applications, except for trivial models. Trivial models are clearly
not of interest. All encompassing proofs of correctness, such as those developed in mathematical
analysis, do not exist in complex modeling and simulation. Indeed, nontrivial computer codes
cannot be proven to be without error—much less models of physics. Only specific demonstrations
of correctness or accuracy can be constructed in verification and validation activities.

The second feature that is common in the definitions of verification and validation is the stress
on “accuracy,” which assumes that a measure of correctness can be determined. In verification
activities, accuracy is generally measured with respect to benchmark solutions of simplified
model problems. By benchmark solutions we mean either analytical solutions or highly accurate
numerical solutions. In validation activities, accuracy is measured with respect to experimental
data, i.e., reality. However, benchmark solutions and experimental data also have shortcomings.
For example, benchmark solutions are extremely limited in the complexity of flow physics and
geometry; and all experimental data have random and bias errors, which may cause the measure-
ments to béessaccurate than the CFD results. These issues are discussed in more detail in later
sections of this document.

In essence, verification provides evidence that the model is solved right. Verification does not
address whether the model has any relationship to the real world. Verification activities only eval-
uate whether the CFD model, which is the mathematical and computer software representation of
the physical system, is solved accurately.

Validation, on the other hand, provides evidence that the right model is solved. This perspec-
tive implies that the model is solved correctly, or verified. Verification is the first step of the vali-
dation process and, while not simple, it is much less involved than the more comprehensive nature
of validation. Validation addresses the question of the fidelity of the model to specific conditions
of the real world. The terms “evidence” and “fidelity” both imply the concept of “estimation of
tolerance;” not simply “yes” or “no” answers.

In simulations that involve complex flow physics or multidisciplinary engineering systems,
strict validation procedures commonly become impractical. For example, when all of the required
physical modeling parameters are not known a priori, some of the parameters must be determined
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using the experimental data. Or when grid-resolved solutions are not attainable because of the
computer resources needed for the simulation, adjustments must be made to improve agreement
with the experimental data. When these types of activities occur, thectdilomation more appro-
priately describes the process than does validation. A definition of calibration is given in Section
4.2, where its relationship to validation is also discussed.

2.3 Uncertainty and Error

Uncertainty and error can be considered as the broad categories that are normally associated
with loss in accuracy in modeling and simulation. A large body of research in many technical dis-
ciplines has addressed the identification and means of estimating a wide variety of uncertainties
and errors. Some errors, like computer round-off and iterative convergence errors, are well under-
stood. Some errors, such as the numerical error in the discrete solution of partial differential equa-
tions (PDESs) with singularities or discontinuities, are not well understood. Other shortcomings in
modeling and simulation are associated with uncertainties rather than errors. Examples are the
uncertainty in the surface roughness in the simulation of flow over a turbine blade and the uncer-
tainty in the validity of a turbulence model.

In the CFD literature the terms uncertainty and error have commonly been used interchange-
ably [22-25]. Itis believed, however, that failure to distinguish between these terms is detrimental
to the quantification of credibility in modeling and simulation. This belief is strengthened by
modern information theory, which has made significant progress in delineating the root causes
and meaning of uncertainty [26, 27]. Some of the concepts advanced in modern information the-
ory pertaining to the quantification of uncertainty have been applied by various researchers in the
analysis of engineering system risk and failure [28-33]. Building on this literature, there has been
a recent attempt to more carefully distinguish between uncertainties and errors in modeling and
simulation [34]. The following definition of uncertainty is based on this recent work:

Uncertainty A potential deficiency in any phase or activity of the
modeling process that is due to lack of knowledge.

The first feature stressed in the definitiopaential meaning that the deficiency may or may
not occur. For example, there may be no deficiency in the prediction of some event, even though
there is a lack of knowledge. Some type of probability distribution is commonly used to represent
the occurrence or nonoccurrence of the deficiency. The second feature of uncertainty is that its
fundamental cause lack of knowledge.ack of knowledge is commonly caused by incomplete
knowledge of a physical characteristic or parameter as in the inadequate characterization of the
distribution of surface roughness on a turbine blade. Lack of knowledge can also be caused by the
complexity of a physical process like turbulent combustion, or by practical constraints on the level
of detail used in a mathematical model of a physical process as in simplified models of turbulence.

There are two closely related methods for treating uncertainty: a sensitivity analysis and an
uncertainty analysis [21, 23, 33, 35, 36]. A sensitivity analysis is composed of multiple simula-
tions from a code to determine the effect of the variation of some component of the model, such as
an input parameter or modeling assumptions, on certain output quantities. Sometimes sensitivity
analyses are referred to as “what-if” or perturbation analyses. Sensitivity analyses, however, do
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not normally deal with the interaction of various uncertainty sources or the relative levels of con-
fidence in variations. An example of a what-if sensitivity analysis is determining the effect of
combustion chemistry models on the predicted thrust of a rocket engine. Like a sensitivity analy-
sis, an uncertainty analysis is composed of multiple simulations; however, an uncertainty analysis
is usually associated with the variability of a continuous model parameter that is properly repre-
sented by a probability distribution. An example of an uncertainty analysis is a Monte Carlo sim-
ulation to determine the effect of manufacturing variability of aluminum skin thickness on
aeroelastic mode frequencies.

For error, we use the following definition [34]:

Error: A recognizable deficiency in any phase or activity of model-
ing and simulation that is not due to lack of knowledge.

This definition stresses that the deficiency, or shortcoming, is identifiable or knowable upon
examination. Thus there exists an agreed-upon approach that is considered to be more accurate,
and it is practical to follow that approach. If divergence from the correct or more accurate
approach is pointed out, the divergence is either corrected or allowed to remain. This implies a
segregation of error types: errors can be e#lcknowledgear unacknowledgedExamples of
acknowledged errors are round-off error in a digital computer, physical approximations made to
simplify the modeling of a physical process, and a specified level of iterative convergence of a
numerical scheme. When the analyst introduces these acknowledged errors into the modeling or
simulation process, there are reasonable means of estimating the magnitude of the error intro-
duced. Unacknowledged errors are blunders, or mistakes, commonly caused by people. For exam-
ple, the analyst intended to do one thing in the modeling and simulation, but, due to human error,
did another, e.g., a programming error. There are no straightforward methods for estimating or
bounding the contribution of unacknowledged errors. The most common techniques for detecting
unacknowledged errors are procedural methods; e.g., an independent check of input data reveals
that a mistake was made.

These definitions distinguishing uncertainty and error may seem strange, or even inappropri-
ate, to those familiar with experimental measurements. In experimental measurements, error is
defined as [37] “the difference between the measured value and the true value.” Experimentalists
define uncertainty as [37] “the estimate of error.” These definitions are inadequate for modeling
and simulation for two reasons. First, the experimentalists’ definition of error depends on two fac-
tors; the measured value and the true value. The measured value is clear, but the trueotalue is
known, except in the special case of comparison with a defined standard. For the general case
then, the true value and the error are not known and they can only be subjectively estimated [30].
The definitions of error and uncertainty given here segregate the meaning of the two terms with
knowledge, i.e., what is “known” (or can be ordered) and what is “unknown.” As a result, it can be
seen that the definition of error given does not contradict the common meaning of error; the defi-
nition is simply less demanding. Second, by defining uncertainty as an estimate of error, the
experimentalists are saying that, from the view of information theory, uncertainty and error are the
same type of entity. For example, if the uncertainty were zero, then either the error would be zero,
or the uncertainty would be erroneous.
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2.4 Prediction and Levels of Credibility

This subsection describes the relationship between verification, validation, and prediction. In
the context of verification and validation, the meaning of the word “prediction” should be
restricted from its general usage to consider the history of validation activities with the CFD
model.

Prediction Use of a CFD model to foretell the state of a physical
system under conditions for which the CFD model has not been
validated.

A prediction refers to the computational simulation of a specific case of interestdifiairis
entfrom cases that have been validated. This definition of prediction is a subset of the general
meaning of prediction because it eliminates past comparisons with experimental data, i.e., itis a
prediction. If this restriction is not made, then there is little value in saying that one has repro-
duced agreement with experimental data. The stress on this meaning of prediction is made
because modeling and simulation can be used in significantly different ways. By far the most
common mode is to use computational simulation in cases for which we have a great deal of expe-
rience and closely related validation data. A second mode is characterized by the simulation of
cases for which we have little experience and no related data. Between these two relatively
extreme situations are varying degrees of experience and experimental data.

The processes of verification and validation should be viewed as historical statements, i.e.,
reproducible evidence that a model has achieved a given level of accuracy in the solution of spec-
ified problems. Viewed in this light, it becomes clear that the verification and validation processes
do not directly make claims about the accuracy of predictions [4]. This explanation may seem
contradictory to an intuitive understanding of these processes; or some may question the value of
having a computational model verified and validated. The response to these views is two-fold.
First, the accuracy of predictions from a computational model is not guaranteed by verification
and validation processes because of the extraordinary nonuniqueness of the computational model.
These processel® notaddress future usage of the code, for example, topics such as: correctness
of the input parameters, accuracy of the new geometry of interest, appropriateness of the model-
ing assumptions, and the quality of grid generation. To better understand the nonuniqueness of the
CFD model, consider the computational model as an exceptionally complex tool. By realizing
that the computational model has thousands of configurations, each adjustable to particular situa-
tions, it becomes quickly apparent that how the tool is used is a major factor in its effectiveness.
That is, the tool embodies such complexity that its proper use in future situations is clearly not
unique or in any general sense “guaranteed.” Second, consider the situation where a computa-
tional model has completed some verification and validation process. Now the model is being
used to compute a new flow field, such as a turbulent reacting flow that is different from the flow
used in the test cases for verification and validation. One can then ask the fundamental question:
“Given the verification and validation database, how can the accuracy of the new solution be esti-
mated?” or similarly, “How can the credibility assurances of the verification and validation pro-
cesses be quantified?” The answers to these questions are beyond the current state-of-the art in
modeling and simulation.



FINAL DRAFT AIAA G-077-1998

Another important factor that affects the credibility of predictions is the level of complexity
involved. There are three aspects of complexity in modeling and simulation that should be
addressed: (1) the complexity of the physics, (2) the complexity of the model representing the
physics, and (3) the level of prediction difficulty of an output quantity from the simulation [38].
Regarding the complexity of the physics modeling, fluid dynamics provides an extraordinarily
wide range of complexity. The following categories provide one way of viewing the aspects of
modeling complexity:

* Spatial dimensionality
» Temporal nature

* Geometry

* Flow physics

As one deals with these different aspects in a simulation, the credibility of the predictions is
directly affected. If the simulation is restricted to a specific class of problems for which the CFD
model has been verified and validated, then one’s confidence in the accuracy of the solution is
clearly enhanced.

The second aspect of complexity concerns the level of modeling complexity. Different levels
of physical modeling can give the same simulation accuracy because an increase in the level of
modeling complexitydoes nonhecessarily increase the level of accuracy. As the level of complex-
ity of the physics model increases, there is a corresponding increase in the number of sources of
uncertainty and error, the quantity of information needed, and the computer resources required.
There is a strong trend in CFD, particularly commercial CFD software, to maximize the compre-
hensiveness of software packages. However, the predictive power of a model depends on its abil-
ity to correctly identify the dominant controlling factors and their influences, not upon its
completeness. A model of limited, but known, applicability is generally more useful, and less
expensive to use, than a more complete model.

The third aspect of complexity is the level of prediction difficulty of the physical quantities of
interest from the simulation. For example, validation of total body normal force on a hypersonic
vehicle does not imply that surface heat flux from the simulation has been validated to the same
degree of accuracy. The fidelity required to predict these two quantities is remarkably different. In
many simulations some progressive order of prediction difficulty can be recognized. However, for
complex multidisciplinary engineering systems this ordering becomes more formidable.

3. Verification Assessment

Verification is the process of determining that a model implementation accurately represents
the developer's conceptual description of the model and the solution to the model. The fundamen-
tal strategy of verification is the identification and quantification of error in the computational
model and its solution. As shown in Fig. 2, this process primarily relies on comparing the compu-
tational solution to the correct answer, which is provided by what we call “highly accurate solu-
tions.”
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Verification Process

There are four predominant sources of error in CFD simulations: insufficient spatial discreti-
zation convergence, insufficient temporal discretization convergence, lack of iterative conver-
gence, and computer programming. Section 3 contains procedures for identifying and estimating
errors that may derive from these various sources and also a discussion about highly accurate
solutions that can be used in measuring the accuracy of the computational solution. The proce-
dures for estimating spatial, i.e., grid, and temporal convergence are similar and are presented
together. Procedures for estimating iterative convergence include techniques for consistency
checks on the solution. Programming errors are not addressed per se, but are referred to in the dis-
cussion about highly accurate solutions.

Verification activities are primarily performed early in the development cycle of a CFD code.
However, these activities do need to be confirmed when the code is subsequently modified or
enhanced. Although the required accuracy of the numerical solutions obtained during verification
activities depends on the problem and the intended uses of the code, the accuracy requirements in
verification activities are generally more stringent than the accuracy requirements in validation
activities. The guidelines presented in this section apply to finite difference, finite volume, and
finite element procedures. Procedures for other numerical approaches, such as vortex methods,
lattice gas methods, and Monte Carlo methods are not addressed.

3.1 Grid and Time-Step Convergence

The most important activity in verification testing is systematically refining the grid size and
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time step. The objective of this activity is to estimate the discretization error of the numerical
solution. As the grid size and time step approach zero, the discretization error should monotoni-
cally approach zero, excluding computer round-off errors. This relationship occurs because the
defining characteristic in this monotonic region is that the order of accuracy of the discretized
equations being solved is constant as the grid and time step are reduced. When the monotonic
region has been demonstrated, Richardson's extrapolation can be used to estimate zero-grid spac-
ing and time step [23, 24, 39-42]. At this point, the numerical scheme is said to be both grid and
time-step convergent. Because this definition of convergence typically demands a large amount of
computer resources, it is usually applied on simplified or model problems. The more common, but
not rigorous, meaning of convergence is that little change in important dependent variables can be
observed during grid and time-step refinement. It should also be noted that grid and time-step
refinement often exposes discretization errors and programming errors.

Generally, second-order accurate difference schemes as a minimum should be employed in
any computational procedure. Neumann-type boundary conditions should be discretized to the
same order of accuracy as points in the interior of the domain. The second-order nature of a given
solution is exhibited by the fact that the discretization error decreases by a factor of four when the
grid size is halved. For complex flow fields, it is commonly found that insufficient grid resolution
is used on the first two solutions such that higher-order terms in Richardson's extrapolation are not
negligible. Until the computed grid convergence rate from two individual solutions, with the same
grid clustering, matches the known (or previously demonstrated) order of accuracy of the code,
Richardson's extrapolation cannot be used to estimate error [40, 43]. If Richardson's extrapolation
method is validated using three different grid resolutions, then an estimate can be made of the
grid-resolved solution variable. Similar comments apply to time-step reduction. Grid convergence
rates can depend on other factors such as local flow characteristics and grid clustering. For exam-
ple, it is much harder to converge to an accurate solution in regions where variables such as veloc-
ity and temperature vary rapidly through a boundary layer or free shear layer. Grid convergence
rates can also depend on the relevant dimensionless parameters of the flow, such as Reynolds
number and Mach number, and considerations such as the turbulence model used.

Richardson's extrapolation applies not only to computed dependent variables at all grid points,
but also to solution functionals. Solution functionals are integrated and differentiated quantities
such as body lift and surface heat flux, respectively. Different dependent variables and functionals
converge at different rates. For example, the grid and time step required to show second-order
convergence in local surface heat flux are typically much finer than for total lift on a body. A Grid
Convergence Index (GCI), based on Richardson's extrapolation, has been developed to aid in esti-
mating grid convergence error [24, 44]. The GCI converts error estimates obtained from any grid
refinement ratio into an equivalent grid-doubling estimate.

Singularities and discontinuities pose an especially difficult task for verification. By defini-
tion, the discretization is not valid because higher-order derivatives that are neglected in the Tay-
lor series expansion are not small. When possible, singularities caused by the geometry or the
coordinate system should be removed by suitable mathematical transformation. Singularities
inherent in the conceptual model should be removed by including the suitable physical informa-
tion that was left out of the discretized model. In problems where the singularity cannot be
removed and in flows with discontinuities, it is to be expected that local grid and time-step refine-
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ment may not lead to a fully grid-resolved solution. For such problems, the results of the local

grid and time-step refinement should be presented, and the extent of the influence of the singular-
ity and discontinuity on grid and time-step refinement elsewhere in the flow should be docu-
mented.

3.2 Iterative Convergence and Consistency Tests

In most cases CFD equations are highly nonlinear, and the vast majority of methods of solving
these equations require iteration. These iterations normally occur in two situations: 1) globally,
i.e, over the entire domain, for boundary value problems; and 2) within each time step for initial-
boundary value problems. Often an iterative convergence tolerance is specified, and the difference
between the solution of successive iteration steps at each point in the grid is computed. If the mag-
nitude of this difference is less than the specified tolerance, then the numerical scheme is said to
iteratively converge. The absolute-value tolerance test, however, is not recommended because the
tolerance value is not scaled with respect to the values being tested. All iterative-convergence tol-
erance criteria should be scaled by the magnitude of the values tested; that is, a relative error crite-
rion should be used. Scaling, however, should not be done when the value is zero or the value has
no meaningful precision because of computer round-off. In verification testing, the sensitivity of
the solution to the magnitude of the convergence criteria should be varied and a value should be
established that is consistent with the objectives of the simulation. It should be realized that such
convergence criteria, both absolute and relative errors, depend on the rate of convergence of the
iterative scheme.

For boundary value problems, a more reliable technique of determining iterative convergence
is to base the criteria on the residual error remaining in the difference equation [45]. A residual
vector is computed for each iteration, i. e., the error in the present solution iteration as compared
to the exact solution of the difference equations. To measure the residual error over the entire
domain, an appropriate vector norm is computed. This value is then compared with the magnitude
of the residual error at the beginning of the iteration. When the error norm decreases by, say, five
orders of magnitude, one can more confidently determine iterative convergence. This error norm
can be computed for any or all of the dependent variables in the system of PDEs. This technique
of computing the residual error is applicable to a wide variety of iterative methods and its reliabil-
ity is not dependent on the rate of convergence of the numerical scheme.

For unsteady flow problems, the solution is usually obtained by marching in time and globally
solving in space at each time step. The iterative procedure is similar at each time step; however,
since time-step error is cumulative, iteration errors can accumulate and destroy the integrity of the
solution. For an unsteady flow problem, the values of relative per-step convergence criteria should
be at least an order of magnitude smaller than the global convergence criteria for a steady flow
problem.

Various other checks, which are termed consistency checks, can be also be employed in verifi-
cation testing. Global checks on conservation of appropriate quantities can be made [46], as well
as checks with regard to the effect of the boundary conditions on the solution. One group of
boundary condition tests evaluates whether certain symmetry features are preserved in the solu-
tion. For example, if a plane of symmetry exists in the conceptual model, then the normal gradient
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of appropriate variables can be set to zero and a solution obtained. The same solution should also
be obtained if this plane of symmetry condition is not imposed and the entire flow field is solved.

In external flow fields, the boundaries of the computational domain are conceptually considered to
be at infinity, i. e., they are far from the spatial region of interest. Typically, a user-defined param-
eter specifies how "far out" these boundaries are. If the boundaries are too close, the asymptotic
conditions applied there may not be accurate. The usual method of determining the size of the
computational domain is to systematically increase the domain until the solution is no longer
dependent on the size of the domain consistent with the objectives of the computation. It is impor-
tant to note that this exercise must be performed for a suitable grid and time step that are within
the grid and time-step convergence envelope.

3.3 Highly Accurate Solutions

Comparing a computational solution to a highly accurate solution is the most accurate and
reliable way to quantitatively measure the error in the computational solution. However, highly
accurate solutions are known only for a relatively small number of simplified problems. These
highly accurate solutions can be classified into three types identified previously in Fig. 2: analyti-
cal solutions, benchmark numerical solutions to ordinary differential equations (ODEs), and
benchmark numerical solutions to the PDEs.

Analytical solutions refer to closed-form solutions to special cases of the PDESs represented in
the conceptual model. These closed-form solutions are commonly represented by infinite series,
integrals, and asymptotic expansions [47-54]. As a result, numerical methods are usually used to
compute the solutions of interest. However, the accuracy of these solutions can be quantified
much more rigorously than numerical solutions of the conceptual model. The most significant
practical shortcoming of analytical solutions is that they exist for only very simplified physics and
geometries. A technique for generating a wider variety of analytical solutions for verification
activities has also received attention [55, 56]. These analytical solutions, however, are solutions to
PDEs that are very similar to the equations of fluid dynamics, but with additional terms.

When computational solutions are compared with highly accurate solutions, the comparisons
should be examined along boundaries of interest or error norms computed over the entire solution
domain. The accuracy of each of the dependent variables or functionals of interest should be
determined. As previously noted, the required fidelity of the numerical solution varies greatly
with the type of solution variable computed.

Benchmark ODE solutions are very accurate numerical solutions to special cases of the gen-
eral CFD model. These ODEs commonly result from simplifying assumptions, such as simplified
geometries and assumptions that result in the formation of similarity variables. Examples are the
Blasius solution for laminar flow over a flat plate, the Taylor-Maccoll solution for inviscid flow
over a sharp cone, and the stagnation-region flow in two dimensions and three dimensions [49-51,
53].

Benchmark PDE solutions are also very accurate numerical solutions to special cases of either

the PDEs, or special cases of the boundary conditions. Examples of various benchmark PDE solu-
tions are the following: incompressible laminar flow over a semi-infinite flat plate [57-59], incom-
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pressible laminar flow over a parabolic plate [60-62], incompressible laminar flow in square
cavity driven by a moving wall [63-70], laminar natural convection in a square cavity [71, 72],
incompressible laminar flow over an infinite-length circular cylinder [73-76], and incompressible
laminar flow over a backward-facing step, with and without heat transfer [77-81]. (Note that we
have not attempted to list all of the high quality solutions of these flow fields, but only representa-
tive solutions.) As one moves from ODE solutions to PDE solutions, the accuracy of the bench-
mark solutions clearly becomes more of an issue. Indeed, the literature has examples of flow field
calculations that are considered to be of high accuracy by the author, but later are found to be
lacking. This guide recommends that no published solution be considered as a benchmark solu-
tion until it has been calculated very carefully by independent investigators, preferably using dif-
ferent numerical approaches.

4. Validation Assessment

Validation is the process of determining the degree to which a model is an accurate representa-
tion of the real world from the perspective of the intended uses of the model. The fundamental
strategy of validation is the identification and quantification of error and uncertainty in the con-
ceptual and computational models. Since the primary role of CFD in engineering is to serve as a
high-fidelity tool for design and analysis, it is essential to develop a systematic, rational, and
affordable code validation process that is applicable to a wide variety of engineering applications.
The process recommended in this guide is depicted in Fig. 3. The method of measuring the accu-
racy of the representation of the real world is achieved by systematically comparing CFD simula-
tions with experimental data. This does not imply that experimental data has perfect accuracy. All
experimental data contain bias errors and random errors. The estimate of the magnitude of these
errors, i.e, experimental uncertainty, must be included in the comparison with the computational
simulations.

During validation assessment activities, there are several practical issues that should be con-
sidered:

1. The number of validation test cases and the accuracy level required for each
test case are highly application-dependent. It is not possible to define a sin-
gle set of criteria for all applications.

2. Very high accuracy in engineering calculations, while highly desirable, is
not essential since most design changes are incremental over a baseline. As
long as the trends predicted by the tools are consistent within the design
envelope and an estimate of the error and uncertainty can be made, less-
than-perfect accuracy of the simulation is commonly acceptable.

3. The validation process must be realistically achievable within an engineer-
ing environment, where there may be significant pressure to apply a code
and produce results before validation is complete. The engineering environ-
ment implies computational robustness over a range of physical and numeri-
cal parameters.
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Thus the validation process must be flexible, must allow for varying levels of accuracy, and
must be tolerant of incremental improvements as time and funding permit.

REAL
WORLD
CONCEPTUAL CORRECT ANSWER
MODEL PROVIDED BY
EXPERIMENTAL DATA
¢ e Unit
Problems
COMPUTATIONAL
MODEL » Benchmark
Cases
¢ VALIDATION » Subsystem
TEST Cases
COMPUTATIONAL —
SOLUTION : « Complete
Comparison and System
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Figure 3

Validation Process

4.1 Validation Phases

Several validation methods have been suggested, but most of these are tentative or have not
been developed in depth. The recommended method is to employ a building-block approach [82-
86], as shown in Fig 4. This approach divides the complex engineering system of interest into
three progressively simpler phases: subsystem cases, benchmark cases, and unit problems. The
strategy in this approach is the assessment of how accurately the computational results compare
with experimental data (with quantified uncertainty estimates) at multiple levels of complexity.
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Validation Phases [85]

Each phase of the process represents a different level of flow physics coupling and geometri-
cal complexity (see Fig. 5). The complete system consists of the actual hardware or system for
which a validated CFD tool is needed. Thus, by definition, all the geometric and flow physics
effects occur simultaneously; commonly, the complete system includes multidisciplinary physical
phenomena. Data are measured on the engineering hardware under realistic operating conditions.
These measurements, however, are very limited. Exact test conditions, e.g., initial conditions
(ICs) and boundary conditions (BCs), are hard to quantify; and the data are generally of engineer-
ing quality with a fairly high degree of uncertainty.

Subsystem cases represent the first decomposition of the actual hardware into simplified or
partial flow paths. Each of these cases commonly exhibits restricted geometric or flow features
compared to the complete system. The flow physics of the complete system may be reasonably
well represented by these subsystem cases, but the level coupling between flow phenomena is typ-
ically reduced. The quality and quantity of the test data are usually significantly better than the
complete system.

Benchmark cases represent another level of successive decomposition of the complete system.

For these cases, separate hardware is fabricated to represent key features of each subsystem. The
benchmark cases are geometrically simpler than those at the subsystem level, and only two sepa-
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rate features of the flow physics and two flow features are commonly coupled in the benchmark
cases. Examples of coupled flow features are: boundary layer separation caused by a shock wave,
the interaction of cavitating flow with a separated flow region, and ignition of a combustible mix-
ture caused by a shock wave. The experimental data obtained in this phase are usually well docu-
mented and are quite extensive in scope. Most of the experimental uncertainties associated with
the measurements are quantified, but some important measurements may be missing, e.g., some
initial and boundary conditions.

COMPLETE SYSTEM

* Actual System Hardware
» Complete Flow Physics
* All Relevant Flow Features

* Limited Experimental Data
* Most Initial Conditions and
Boundary Conditions Unknown

SUBSYSTEM CASES

» Subsystem or Component Hardware
» Moderately Complex Flow Physics
» Multiple Relevant Flow Features

* Large Experimental Uncertainty
» Some Initial Conditions and
Boundary Conditions Measured

BENCHMARK CASES

« Special Hardware Fabricated
« Two Elements of Complex Flow Physics
* Two Relevant Flow Features

* Moderate Experimental Uncertainty
* Most Initial Conditions and
Boundary Conditions Measured

UNIT PROBLEMS

» Simple Geometry Hardware Fabricated
» One Element of Complex Flow Physics
* One Relevant Flow Feature

» Low Experimental Uncertainty
* All Initial Conditions and
Boundary Conditions Measured

Figure 5
Characteristics of Validation Phases
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Unit problems represent the total decomposition of the complete system. High-precision, spe-
cial-purpose hardware is fabricated and inspected. Unit problems are characterized by very simple
geometries, one flow-physics feature, and one dominant flow feature. Highly instrumented, highly
accurate experimental data are obtained. In addition, an extensive uncertainty analysis of the
experimental data is prepared. Commonly, experiments on unit problems are conducted at sepa-
rate facilities to ensure identification of bias, or systematic, errors in the experimental data. For
unit problems, all important boundary conditions and initial conditions are accurately measured.

Each phase of the validation process emphasizes the assessment of certain features of the CFD
model. For unit problems, all numerical aspects of the code are exercised to verify accuracy, func-
tionality, and iterative convergence characteristics. Additionally, systematic grid sensitivity stud-
ies are conducted to assess grid convergence error and to provide guidance in specifying
computational grid clustering for more complex flow cases. For benchmark cases, the emphasis
shifts to assessing the physical models in the code given the limited coupling of physics in this
phase. Grid sensitivity studies are also conducted to assess the level of refinements necessary to
capture key physical effects. Lessons learned from unit problems are used to guide the benchmark
case activities. Overall, fewer cases are run in the benchmark-case phase than in the unit-problems
phase. For subsystems, the strategy is to exercise the complete code on flow cases that contain
multiple geometric and flow features similar to these found in the complete system. The effects of
grid topology and local grid clustering, as well as the physical modeling requirements with strong
coupling, are determined at this phase. Relatively few cases are run. For the complete system, the
most appropriate physical models, the best grid topology, and grids that are appropriately refined
and clustered are used to simulate the actual hardware test case(s). The level of agreement
achieved with the test data (taking into account measurement uncertainties) is then reviewed in
light of the design accuracy requirements to establish the level of code validation for that applica-
tion category.

The validation process described above should create, over time, an extensive validation data-
base that can be used to guide future designs without having to repeat all the validation phases. As
a CFD code is validated to different levels for a given application, a knowledge database is devel-
oped and gradually extended. Therefore, extending an existing validation effort to either the next
level or to a related application becomes relatively straightforward, since comparatively few cases
may need to be validated. An example of this approach is given in Fig. 6. Here the validation of a
code to analyze a turbopump impeller-diffuser interaction problem also provides a validated code,
up to the subsystems level, for the analysis of blade-cracking problems in a turbine.

4.2 Calibration

The quantification of prediction increments is the most common use of modeling and simula-
tion in engineering. This conservative approach provides incremental changes in complex systems
and processes so that a wide variety of modeling and simulation shortcomings can be tolerated
without unacceptable risk. For example, the difference between the design expectation and actual
performance of a fluid dynamics system, say an aircraft or a turbopump, is a measure of the uncer-
tainty and error inherent within the simulation. Once the uncertainty and error have been esti-
mated, the same design simulation tools are used in the same manner to estimate the performance
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Use of Completed Validation Cases for New Applications [85]

of other similar systems operating in a comparable environment. This is commonly done either by
adding the known uncertainty and error to the simulated performance value, or by adjusting for
various elements of the simulation so that the computational results agree with the measured
results. Adjustment activities are commonplace in complex CFD simulations and are conceptually
different from activities associated with the validation process. In effect, such activities comprise
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a different process, which we refer to by the teatibration.

Calibration: The process of adjusting numerical or physical model-
ing parameters in the computational model for the purpose of
improving agreement with real-world data.

Calibration isnot "the process of determining the degree to which a model is an accurate rep-
resentation of the real world." Calibration is primarily directed toward improving agreement of
computational results with existing experimental datsdetermining the accuracy of the results.
Because of constraints in fiscal budgets and computer resources, or because of incomplete physi-
cal modeling data, calibration is commonly an appropriate process when compared to validation.
The distinction between calibration and validation is not always crisp or easily recognizable in
many situations. However, attempts should be made to recognize when calibration is exercised
because it directly impacts the confidence in predictions from the CFD model. Stated differently,
calibration affects "how far" from the existing experimental database one can make a prediction
and still retain an acceptable level of confidence in the prediction. Calibration does not generate
the same level of predictive confidence as validation.

The need for calibration commonly arises when there is uncertainty in the modeling of com-
plex physics processes and also when there is incomplete or imprecise characterization of experi-
ments. Situations in which physical modeling parameters are commonly adjusted are found in the
computation of turbulent combusting flow, multiphase flows, and flows with strong coupling to
other physical processes, such as acoustics, structural dynamics, and radiation transport. For
example, consider the use of the Reynolds-Averaged Navier Stokes equations in computing turbu-
lent reacting flow with finite rate chemistry. It is common practice to adjust chemical reaction
rates so that improved agreement with experimental data is obtained. Another example is the
adjustment of unmeasured or poorly characterized experimental parameters, e.g., boundary condi-
tions, in comparisons of computations with experiment data. Incomplete or imprecise experimen-
tal data are often viewed as adjustable parameters by the code user when making comparisons
with experimental data. This type of physical parameter adjustment activity is similar to the
highly developed technique of parameter identification used in many other disciplines. For exam-
ple, in structural dynamics, mechanical joint stiffness and joint damping are clearly identified as
physical modeling parameters that are optimally estimated in simulation comparisons with exper-
imental measurements of structural modes. Formal parameter identification procedures clearly
recognize the calibration nature of the analysis.

How CFD calibration activities impact confidence in predictions, i.e., the accuracy of future
computational results, is very difficult to determine and is presently beyond the state-of-the-art.
Similarly, the issue of assessing the accuracy of predictions is usually complicated by the lack of
grid or time-step convergence in the calibration computations. It is common engineering practice
to use the results of CFD simulations for complete systems and subsystems applications for which
grid-resolved solutions are not attained—possibly far from being resolved. Indeed, benchmark
cases and even unit problems with complex physics, particularly three-dimensional simulations,
may not have grid-resolved solutions. When physical modeling parameters are determined based
on solutions on grids that are clearly under-resolved, the activity should be considered as part of
the calibration. The calibration nature of this type of activity is recognized if the physical model-
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ing parameters are readjusted based on solutions obtained on finer grids. The calibration nature of
such an activity should also be recognized if grid refinement is stopped when generally good
agreement is obtained with the important experimental measurements; in other words, if further
refined grids show degraded agreement with the experimental data.

As mentioned earlier in this section, some of the subtleties of calibration as compared to vali-
dation are highlighted in order to further the understanding of each process. Also, improved
understanding of calibration and validation will aid in developing future methods for quantita-
tively estimating confidence in predictions for complex systems.

4.3 Requirements for Experimental Data

Recently, there have been increased efforts directed toward improving methods for quantify-
ing uncertainty in experimental measurements [87, 88]. These efforts should aid in obtaining the
appropriate data needed for each phase of the validation process. Experimental data from com-
plete systems and data from subsystem tests are always hardware-specific and are available
mainly through large-scale test programs. The amount of data provided for these phases is gener-
ally limited to engineering parameters of design interest and system performance measures. The
data may have large uncertainty bands, or there may have been no attempt to estimate uncertainty.
These test programs typically require expensive ground test facilities, or they are full-scale flight
test programs. The test programs are also commonly conducted under hostile environmental con-
ditions with rigid budget and schedule constraints. Consequently, the complete set of required
physical modeling parameters, boundary conditions, and initial conditions needed for validation
assessment is never obtained. Indeed, it is often impractical or even impossible with current tech-
nology to obtain all of the required information.

Benchmark cases and unit problems should provide the quantity and quality of data required
for precise code validation. These two phases should be considered as true CFD model validation
experiments because all of the important activities are performed for the primary purpose of vali-
dation, with little regard for system or subsystem performance, reliability, or product competition
issues. A summary of guidelines for a validation experiment methodology follows [89-92]:

1. A validation experiment should be jointly designed by experimentalists and
CFD code developers or users working closely together throughout the pro-
gram, from inception to documentation, with complete candor as to the
strengths and weaknesses of each approach.

2. A validation experiment should be designed to capture the essential flow
physics, including all relevant physical modeling data and initial and bound-
ary conditions required by the code.

3. A validation experiment should strive to emphasize inherent synergism
between computational and experimental approaches.

4. Although the experimental design should be developed cooperatively, com-

plete independence must be maintained in obtaining both the computational
and experimental results.
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5. A hierarchy of experimental measurements of increasing difficulty and spec-
ificity should be made, for example, from globally integrated quantities to
local flow measurements.

6. An uncertainty analysis procedure should be employed that delineates and
guantifies systematic and random error sources by type.

In general, validation data for benchmark cases and unit problems should not be company-
proprietary or restricted for security reasons. These data should be compiled in publicly available
databases, like the European hypersonic database [93], and others [94-98]. The need for quality
data appropriate for CFD validation cannot be overemphasized.

5. Summary and Conclusions

One of the primary factors in the rate of growth of CFD as a research and engineering tool in
the future will be the level of credibility that can be developed in the simulations produced. The
CFD Committee on Standards strongly believes that the key to building this credibility is the
development of commonly accepted and applied verification and validation terminology and
methodology. As defined here, verification is the process of determining the accuracy of a given
computational solution; that is, has the problem been solved correctly? The fundamental strategy
of verification is the identification and quantification of error in the computational solution. Vali-
dation is the process of assessing the degree to which the computational simulation represents the
real world; that is, has the correct problem been solved? The fundamental strategy of validation is
the identification and quantification of error and uncertainty in the mathematical model of the
physics and computational solution. Other foundational terms include uncertainty, error, predic-
tion, and calibration. This document attempts to provide a foundation for the major issues and
concepts in verification and validation.

These guidelines are predicated upon the notion that there is no fixed requirement of accuracy
that is applicable to all CFD simulations. The accuracy level required of simulations depends on
the purposes for which the simulations are to be used. Not all simulations need to demonstrate
high accuracy as long as the error and uncertainty of the simulations can be estimated. In CFD
simulations of complex engineering systems, the accuracy level is influenced by such factors as
cost, schedule, and risk of the failure of the system.

It has been emphasized that the methodology presented in this document provides guidelines,
not performance requirements. The CFD Committee on Standards believes that the state-of-the-
art in CFD has not developed to the point where conformity can be required. For example, much
more research needs to be conducted toward improving the detailed methodology and procedures
of verification and validation. In addition, research is needed into mathematical methods for the
guantitative assessment of confidence in predictions based on verification and validation activi-
ties.
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